
Here is an idea for a generalisation of channels with memory.
Let M be a finite-dimensional C∗-algebra. (This is the memory space.)

Suppose that E : B(H)⊗M⊗M→ B(H)⊗M is a conditional expectation,
i.e. a completely positive map with E2 = E, if we consider B(H)⊗M as a
subspace of B(H)⊗M⊗M. If we embed B(H)⊗M into

A = ∪nAn, with An = (B(H)⊗M)⊗n, (1)

then we write Ek,k−1 if we apply E to the (k − 1)-th and k-th factors, i.e.

Ek,k−1

( ∑
j1,...,jn

λj1,...,jnAj1 ⊗ · · · ⊗ Ajn ⊗Bj1 ⊗ · · · ⊗Bjn

)
=

=
∑

j1,...,jn

λj1,...,jnAj1 ⊗Bj1 ⊗ · · · ⊗ Ajk−2
⊗Bjk−2

⊗ Ajk−1
⊗

E(Ajk
⊗Bjk−1

⊗Bjk
)⊗ · · · ⊗Bjn . (2)

Let ρ be a state on M such that the conditional expectation Eρ : B(H)⊗
M→ B(H) satisfies

Eρ(E(A⊗B)) = Eρ⊗ρ(A⊗B) (3)

for A ∈ B(H) and B ∈M⊗M. Given a state φ on

B = ∪nB(H⊗n), (4)

we can extend it to a state on A via

φ̃(n)(A⊗B) = φ(n)(A)ρ⊗n(B) (5)

for A ∈ B(H⊗n) and B ∈M⊗n.
Now we can define a completely positive map Φ : S(B) → S(B) by

Φ(n)(φ(n))(A) = ρ̃(n) [E2,1 ◦ · · · ◦ En,n−1(A⊗ 1)] . (6)

The classical memory example fits into this scheme as follows: We take
M = CM with pointwise product, i.e. (vi)

M
i=1 ·(wi)

M
i=1 = (viwi)

M
i=1. This is the

same as considering CM as the algebra of continuous functions on {1, . . . , M}.
An element A ∈ B(H)⊗ CM can be written uniquely as

A =
M∑

j=1

Aj ⊗ ej, (7)
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where {ej}M
j=1 is the standard basis of CM and Aj ∈ B(H). Then we define

E by

E

(
M∑

j1,j2=1

Aj1,j2 ⊗ ej1 ⊗ ej2

)
=

M∑
j1,j2=1

qj2|j1
[
(1⊗ V ∗

j2
)Aj1,j2(1⊗ Vj2)

]⊗ ej1 .

(8)
In order to get ergodicity, we need conditions on the conditional expecta-

tion E, which are not clear to me at the moment. I did check in Hugenholtz
(AMS, Proc. Symp. Pure Math. 38 (1982), Part 2): the weak mixing
condition is what we need for ergodicity:

lim
m→∞

1

m

m−1∑

k=0

φ(Agk(B)) = φ(A) φ(B). (9)

In the classical memory case, this is easy to prove. In fact, we have strong
mixing:

lim
m→∞

φ(Agk(B)) = φ(A) φ(B). (10)
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